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Abstract: Classification and detection of network based intrusion is very critical task. The processing of classification 
and detection faced a problem of large number of attribute and mixed category of data. Day to day increases diversity 
of attacker and hacker generates new pattern of file for attack purpose, the process of classification and detection 
suffered due to this reason. The process of classification of PROAFTN is a combination of fuzzy logic and protein cell 
classification technique. In PROAFTN classification process all features come to the predefined classes for the 
classification. Now the process of improvement need some important feature selection process for increasing the 
classification ratio and process of classification. The particle of swarm optimization is dynamic population based 
searching technique. In the searching technique of particle of swarm optimization select optimal feature set for the 
classification process of PROAFTN classification process. The process of optimal selection of feature set increase the 
classification and detection ratio of modified PROAFTN classification process. For the evaluation of performance of 
modified PROAFTN classification technique used MATLAB 7.8.0 software. MATLAB is well known algorithm analysis 
software. For the analysis of PROAFTN classification process used fuzzy set tools and some standard tools of 
MATLAB. For the processing of input data used KDDCUP99 dataset. KDDCUP99 dataset is well known dataset for the 
purpose of network based intrusion detection and classification. Our classification and detection ratio in some attack 
case achieved 100%. 
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1  Introduction 

The classification and detection of network intrusion 
detection is very challenging task due to large 
spectrum of hacker and attacker. Day to day come 
into new format and dynamic nature based attack 
pattern for computer and host. The countermeasure of 
intrusion attack classification is very critical task. For 
the classification and detection purpose used various 
data mining and machine learning technique for 
network based intrusion detection [1,2]. The process 
of machine learning is very efficient for the 
processing of network based intrusion detection 
technique. Some authors also used soft computing 
approach with data mining and machine learning 
technique. The soft computing approach provide the 
great versatility of fuzzy logic. Fuzzy logic is process 
of multi-decision support system used for the 
prediction of rule generation and formation [5, 6]. 
The generation of rule and formation of rule decide 
the selection process of attribute in intrusion 
detection process. The processing of file in network 
is very complex, basically it contains three type of 
data one is traffic data second one is header data and 
finally it contains basic feature of network file 
system. All these attribute collected in single point 
for the process of classification and detection. The 

distantness of feature attribute is very complex task 
so some authors used feature reduction cum 
classification of intrusion detection technique. In this 
dissertation modified the PROAFTN classification 
technique using particle of swarm optimization for 
feature selection. Here PROAFTN network are used 
for the classification process. The selection of feature 
used particle of swarm optimization technique. In the 
continuity of this chapter discuss PROAFTN 
classification technique, particle of swarm 
optimization, feature selection and reduction, 
classification process, proposed algorithm and finally 
discuss proposed mode for network based intrusion 
detection technique. Feature selection is play an 
important role in PROAFTN classification technique 
[11.12]. The selection of feature gives the better 
classification ratio for network based intrusion 
detection technique. The selection of feature basically 
compromised with three types of data. The all 
process data are in different level. The selection of 
feature compromised with particle of swarm 
optimization technique. For example features that can 
distinguish certain type of traffic from the traffic 
flows are picked for the network traffic model 
training. The idea behind the feature selection tools is 
to reduce the amount of features into a feasible subset 
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of features that do not correlate with each other. In 
Particle Swarm Optimization [10] optimizes an 
objective function by undertaking a population based 
search. The population comprise of possible 
solutions, named particles, which are metaphor of 
birds in flocks. These particles are at random 
initialized and freely fly across the multi-dimensional 
seek space. During flight, each particle updates its 
own velocity and position based on the best 
experience of its own and the entire population. The 
rest of paper describe in section II PROFTAN 
classification. In section III discuss particle of swarm 
optimization. In section IV discuss proposed 
algorithm and model. In section V discuss 
experimental results and finally conclude in section 
VI. 
 
2   PROFTAN CLASSIFICATION 
 
In this section discuss PROAFTN classification 
technique, these technique basically based on fuzzy 
logic technique and protein based classification 
technique. The PROAFTN method is very efficient 
for classification and detection of network based 
intrusion detection system. PROAFTN has several 
advantages. For example, it uses the multi-criteria 
decision making paradigm and therefore can be used 
to gain more understanding about the problem 
domain. Furthermore, it has direct techniques that can 
enable a decision maker to adjust its parameters. 
PROAFTN is also a transparent classification 
method, that is, its fuzzy component enables the user 
to have access to more detailed information 
concerning the classification decision [1]. 
Additionally, PROAFTN avoids distance measures 
such as Euclidean distance by com-paring 
alternatives through scores of different attributes. 
More-over, it overcomes some difficulties 
encountered when data has different units or scales 
and therefore there is no need for data normalization. 
 

3  PARTICLE OF SWARM OPTIMIZATION 

In Particle Swarm Optimization [10] optimizes an 
objective function by undertaking a population based 
search. The population comprise of possible 
solutions, named particles, which are metaphor of 
birds in flocks. These particles are at random 
initialized and freely fly across the multi-dimensional 
seek space. During flight, each particle updates its 
own velocity and position based on the best 
experience of its own and the entire population. The 
different steps involved in Particle Swarm 
Optimization Algorithm are as follows: 

Step 1: All particles’ velocity and position are 
randomly place to within pre-defined ranges. 
Step 2: Velocity update – At every iteration, the 
velocities of all particles are updated based on below 
expression 
𝑣𝑖 =  𝑣𝑖 + 𝑐1𝑅1�𝑝𝑖,𝑏𝑒𝑠𝑡 − 𝑝𝑖� + 𝑐2𝑅2�𝑔𝑖,𝑏𝑒𝑠𝑡 − 𝑝𝑖�   
....(1)             
where pi  is the position and vi  are the velocity of 
particle i,  pi,best and gi,best is the position with the 
‘best’ objective value found so far by particle i and 
the entire population respectively; w is a parameter 
controlling the dynamics of flying; R1 and R2 are 
random variables in the range [0,1]; c1 and c2 are 
factors controlling the related weighting of equivalent 
terms. The random variables facilitate the PSO with 
the ability of stochastic searching.  
Step 3:  Position updating – The positions of all 
particles are updated according to, 
𝑝𝑖 = 𝑝𝑖 + 𝑣𝑖            ...(2) 
Following updating, pi  should be verified and limited 
to the allowed range. 
Step 4:  Memory updating – Update pi,best and gi,best 
when condition is met, 

𝑝𝑖,𝑏𝑒𝑠𝑡 = 𝑝𝑖       𝑖𝑓 𝑓(𝑝𝑖) > 𝑓(𝑝𝑖,𝑏𝑒𝑠𝑡)  
 

𝑔𝑖,𝑏𝑒𝑠𝑡 = 𝑔𝑖       𝑖𝑓 𝑓(𝑔𝑖) > 𝑓(𝑔𝑖,𝑏𝑒𝑠𝑡)   
     ...(3) 
Where f(x) is to be optimized and it is a objective 
function. 
Step 5: Stopping Condition   – The algorithm repeats 
steps 2 to 4 until certain stopping circumstances are 
met, such as a pre-defined number of iterations. Once 
closed, the algorithm reports the values of gbest and 
f(gbest) as its solution[8]. 
PSO utilizes several searching points and the 
searching points gradually get close to the global 
optimal point using its pbest and gbest. Primary 
positions of pbest and gbest are dissimilar However, 
using thee different direction of pbest and gbest, all 
agents progressively get close up to the global 
optimum. 
 
4  PROPOSED ALGORITHM AND MODEL 

In this section discuss the modified algorithm of 
PROAFTN algorithm with particle of swarm 
optimization. The particle of swarm optimization 
used for the selection of feature for the classification 
of PROAFTN classification method. The process of 
feature selection define constraints function for 
multiple set of attribute. The multiple set of attribute 
of optimal feature selected by particle of swarm 
optimization. The PROAFTN classification algorithm 
divide into five level for decision system. These 
decision system assigned the class of network based 

IJSER

http://www.ijser.org/


International Journal of Scientific & Engineering Research, Volume 6, Issue 4, April-2015                                                          468 
ISSN 2229-5518 

IJSER © 2015 
http://www.ijser.org 

intrusion data. The definition of class decide 
according to the level of attack categories such as 
DOS, PROB, U2R and R2L. Initially the PROAFTN 
classification technique decide the uniform categories 
of data for the classification. The process of 
classification define in such manner is 
Initial categories (); 
While { 
For each dataset set { 
For each categories { 
For each attribute { 
All level = PROAFTN (); 
All-level = all-level + level; 
} 
If (all level > TN) // here TN gives the value of 
variable value of attribute 
Class is attack; 
Else 
Class is normal; 
} 
Compare the label class with test class data 
} 
Calculate optimal level for next process of 
classification 
Stored-optimal-feature () 
Selection-process of PROAFTN () 
Voting-process () 
} 
 
 4.1 PROAFTN Algorithm 
 
In our algorithm, we use five level categories for 
classification of attack in intrusion detection process 
to form a detection categories. The five level includes 
five parameters which are a, b, c, d and e. The 
algorithm calculates the level status of being attacked 
from the parameters as shown below. 
If (a=normal class) && (b=abnormal class) { 
Level = dataset – a/ (b-a) 
} 
Else if (b= normal class and c= abnormal class) { 
Level = dataset – b/(c-b)} 
Else if (c=normal class and d=abnormal class) { 
Level = d – dataset/ (d-c) 
Else if (d=normal class and e=abnormal class) { 
Level = e– dataset/ (e-d) 
Else if (e=normal class and a=abnormal class) { 
Level = a– dataset/ (a-e) 
} 
Else 
{ 
Level =0 
} 
2) After finding a real level of data we apply POS for 
the selection of feature for the process of 
classification. 

Input: number of level X== {a; b,………….,e} 
Output: set of feature set 
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termination conditions. If the termination 

situation are satisfied, then turn to step 9, if 

not, turn to step 10; 

2: Crack to find and compute the optimal 

feature of data. 

3: find final population of POS  

4:  Take the feature for optimization on 

population P(i) and generate the next 

generation A(i +1) . Then turn to step 

5: for h ∈ A(i+1) do 

6: h.nn ← Nearest-neighbor (A(i+1)- {h}) 

7: h.sc ← Compute-SC (h, h.nn)                      

8: V←V ∪{h}                 

9: V←V ∪{h.nn} 

10: if  h.sc <  thsc then        

11: E←E ∪ {(h,h.nn)}                

12: endif 

13: end for 

14: count ← Con-Components (G)  

                for each pair of components (g1,g2) ∈ G do 

15: µ1←mean-dist (g1), µ2←mean-dist (g2) 

16: if  µ1+µ2
2*centroid_dist(g1,g2)

 > 1 then g1←Merge 

(g1, g2) 

17: end for 

 // Now assign the class labels  

18: N_type ← empty 

19: for x   ∈  Nlist do 

20: h←PseudopointOf(x)//find the 

corresponding pseudopoint 

21: N_type ←N_type∪{( x , h.componentno)} 
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22: end for 

23: data are classified  

24: Measure voting process true positive and 

true negative. 

 

 

 

Figure 4.1 proposed model of PROAFTN 

classification with POS 

5  Experimental result analysis 

In this paper we perform experimental process of 
proposed classification algorithm for intrusion 
detection system. The proposed method implements 
in mat lab 7.14.0 and tested with very reputed data 
set from UCI machine learning research center. In the 
research work, I have measured detection accuracy, 
Precision, recall and F-measure for the SVM, 

PROAFTN and Proposed method. To evaluate these 
performance parameters I have used KDDCUP99 
datasets from UCI machine learning repository [41] 
namely intrusion detection dataset. 
 
5.1 PERFORMANCE PARAMETERS 

Earlier application of isolated feature reduction on 
dataset has much greater Accuracy, than later by 
integrating both feature reduction and Improved ID3 
Methods. Also there is a considerable enhancement 
in the true positive and true negative detection ratio 
and minimizes in false positive and false negative 
ratio .Thus this gives the direct improvised accuracy 
in the result. Basis the result of confusion matrix 
(true positive, true negative, false positive, false 
negative).We are showing the consequence for the 
following parameters i.e. - Accuracy, Precision, 
Recall for data sets.  
 
Precision- Precision measures the proportion of 
predicted positives/negatives which are actually 
positive/negative. 
 
Recall -It is the proportion of actual 
positives/negatives which are predicted 
positive/negative. 
 
Accuracy-It is the proportion of the total number of 
prediction that were correct or it is the percentage of 
correctly classified instances. 
Below we are showing how to calculate these 
parameters by the suitable formulas. And also, below 
we are showing the graph for that particular data set. 

 
 
 

Precision = 𝑇𝑃
𝑇𝑃+𝐹𝑃

 
 
 

Recall = 𝑇𝑃
𝑇𝑃+𝐹𝑁

 
 
 

Accuracy = 𝑇𝑃+𝑇𝑁
𝑇𝑃+𝑇𝑁+𝐹𝑁+𝐹𝑃

 
 
 

 

 

Table 5.1: Shows that the performance evaluation of 
given input value such as 0.1, 0.5, 0.8 and 0.9 for the 
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classification method such as SVM, PROAFTN and 
Proposed method.  
 

 

 

 

 
 

 

 

 
Figure 5.1: Shows that the comparative result graph 
for the SVM, PROAFTN and Proposed method and 
find the Classification Accuracy, Precision, Recall 
and F-Measure for the given number of input value, 
and the number of given input value is here 0.1.  
 
 
 

 

Figure 5.2: Shows that the comparative result graph 
for the SVM, PROAFTN and Proposed method and 
find the Classification Accuracy, Precision, Recall 
and F-Measure for the given number of input value, 
and the number of given input value is here 0.5.  
 

 

 

Comparative result graph for input value 
is 0.1, with using method SVM, PROAFTN 
and Proposed method SVM

PROAFTN

PROPOSED

Comparative result graph for input value is 
0.5, with using method SVM, PROAFTN and 
Proposed method SVM

PROAFTN

INPUT 
VALUE 

METHOD 
ACCURACY PRECISION RECALL F-

MEASURE 

0.1 

SVM 89.79 86.27 83.81 85.81 

PROAFTN 95.30 88.70 84.85 86.85 

PROPOSED 96.30 89.80 88.06 88.94 

0.5 

SVM 91.55 88.03 85.57 87.57 

PROAFTN 97.06 90.45 86.61 88.64 

PROPOSED 98.06 91.59 89.82 89.62 

0.8 

SVM 93.26 87.29 88.23 89.67 

PROAFTN 95.24 89.76 89.62 90.47 

PROPOSED 96.78 91.56 91.36 91.58 

0.9 

SVM 94.87 90.48 91.28 91.46 

PROAFTN 95.68 92.57 92.36 92.46 

PROPOSED 98.79 94.78 94.56 94.26 
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Figure 5.3: Shows that the comparative result graph 
for the SVM, PROAFTN and Proposed method and 
find the Classification Accuracy, Precision, Recall 
and F-Measure for the given number of input value, 
and the number of given input value is here 0.8.  

6  CONCLUSION AND FUTURE WORK 

In this paper modified the PROAFTN classification 
algorithm along with particle of swarm optimization 
technique. The PROAFTN classification technique 
directly process data for the classification process, 
now in this process used feature selection of network 
file are used. For the selection of feature used particle 
of swarm optimization technique. Particle of swarm 
optimization technique gives the optimal feature 
selection process for the classification of PROAFTN 
classification method. The PROAFTN classification 
technique is a hybrid composition of fuzzy logic and 
protein classification process. The PROAFTN 
classification gives the multi-criteria support system 
for network based intrusion detection system.  The 
multi-criteria process of algorithm justify the attack 
level of different categories of attack. The level of 
attack identified the valid class for the classification 
process. The complexity of algorithm also increase 
now in traffic of network take more time for the 
filtration of packet. In future also reduces the 
computational time of modified algorithm. 
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